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Abstract: In a classifier language like Chinese, all the noun phrases with
numerals or demonstratives must go with classifiers, for example, lidng zhi bi
WS4 ‘two CL pen.’ Classifiers vary depending on the nouns. This poses a big
challenge for learners of Chinese as second language. Cognition-based multi-
media and paper materials for Chinese material classifiers were developed and
proved to be effective for learners of Chinese as a second language. The experi-
mental group (N = 15) used the multimedia program and the control group
(N = 20) received the same information on paper. Both groups made significant
progress after a 10-week treatment. The results suggest cognitive principles are
helpful for classifier learning in either multimedia or paper format.
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1 Introduction

Learning Chinese has become a trend in the world due to the large Chinese
population. One of the major difficulties in learning Chinese for nonnative
speakers is classifiers. Classifiers are morphemes that denote some salient
perceived or imputed characteristic of the referents of the associated nouns
(Allan 1977). In Chinese, all the noun phrases with numerals or demonstratives
must go with classifiers, for example, lidng zhang zhuozi R4+~ ‘two CL table’
or zheé zhi bi ‘this CL pen.’ They behave like “mass nouns” in English such as a
glass of water. There are about 500 classifiers used in daily life (Huang et al.
1997) though ge is sometimes used as a general classifier.! Classifiers vary with

1 Whether ge is a general classifier is controversial, which is beyond the scope of this paper.
Please see Loke (1996). Is GE merely a general classifier? Journal of the Chinese Language
Teachers Association, 29(3), 35-50.
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nouns. Some nouns can collocate with more than one classifier. For example,
gou 74 can take the shape classifier tido 14 for long entities or the material
classifier zhi £ for animals. Memorizing the collocations of nouns and classifiers
poses a big challenge for learners of Chinese as second language.

1.1 Cognitive bases of classifiers

The collocations between nouns and classifiers are not arbitrary. After studying
classifiers in more than fifty languages, Allan (1977) concluded seven bases for
classification: material, shape, consistency, size, location, arrangement and quanta.
The material category includes: animacy, inanimacy, abstract and verbal nouns.
Shape consists of three subtypes: saliently one-dimensional, saliently two-dimen-
sional, and saliently three-dimensional. Consistency is divided into flexible, hard or
rigid and non-discrete. Size means big or small. Location refers to the place where
the object exists. Arrangement refers to the relation among members that a collec-
tive noun denotes. Quanta refer to the function of quantification. According to Tai
(1994), material, shape, consistency, size along with attributes of parts (Tversky and
Hemenway 1984) are relevant cognitive categories in Chinese classifiers. For exam-
ple, the classifier tido f% in Mandarin Chinese classifies long objects into one
category (Tai and Wang 1990), while the classifier zhdng 4% groups flat objects
into another category (Tai and Chao 1994). Shape interacts with other cognitive
bases such as size. For example, three three-dimensional classifiers ge 1, ke %, Ii
#i differ in size. Thus, we say yi ge xigud — f#75/K, yi ké pinggué—F# R, yi i mi
—#72K. There are also two other flat classifiers /& mian and /i~ pian for flat objects.
[A] mian face’ is categorized by function used for objects with a salient front side
such as —[A122#R yi mian héibdn. /1 pidn is actually a partitive measure referring to
a saliently two-dimensional piece of any material, such as yi pian mianbao ‘a piece
of bread.’ It is extended to be a rough measure for a mass with two-dimensional
image (Kuo 2010). They are summarized in Table 1.

The cognitive bases of classifiers have been shown to be psychologically
real by Tien, Tzeng and Hung (2002). They combined data independently col-
lected from a noun-feature rating task and a noun classifier collocation judg-
ment task. In the noun-feature rating task, participants were asked to assign
shape characteristics such as long, flat, round to objects. In the noun classifier
collocation judgment task, they were asked to judge the appropriateness of a
classifier-noun phrase such as yi tido shéngzi — 547 one CL rope.’ The results
of a multiple regression show that participants used noun feature as a valid cue
in acceptability judgments of classifiers. For example, participants rated shéngzi
41 ‘rope’ to be long and accepted shéngzi #+ ‘rope’ to go with the long
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Table 1: Cognitive bases of Mandarin classifiers.

Cognitive bases Mandarin English gloss
1. Shape
1D tido branch
gén root
zht branch
2D zhang sheet
3D Li grain
Ke
Ge
2. Material zhi animal
Ke plant
P1 horse
duod flower
3. Consistency tido
gen
zht
4. Size Li grain
Ke
Ge
5. Attributes of parts tou head
Ba handle
ding top

Notes: 1D refers to saliently-one-dimensional. 2D refers to
saliently-two-dimensional. 3D refers to saliently-three-dimensional.

classifier tido f%. In the classifier elicitation, they found that production of
classifiers shifted from the original category to another with the manipulation
of the salience of noun features. These results suggest that the semantic bases
for noun classifier collocations do have psychological reality for Mandarin
speakers. Native speakers of Mandarin agreed that entities denoted by nouns
collocating with tido 14 were long and those with zhdng 5% were flat. This object
shape perception was also agreed by nonnative speakers (Kuo 2005); therefore,
could be useful for second language learners.

1.2 Acquisition of classifiers in a second language

There are few studies on acquiring classifiers in a second language. Chen (1996)
found corrective feedback to be facilitative in the acquisition of Chinese classi-
fiers by 38 American college students. Therefore, the proposed study offers
feedback with explicit correction and explanations in the self-study materials.



26 — J.Y.Kuo DE GRUYTER MOUTON

Polio (1994) found that using a classifier in an obligatory context did not
pose a problem for second language learners. There was little omission of
classifiers. Most speakers overused them where they do not belong. Loke
(1996) attempted to establish the norms of Mandarin shape classifiers for Chi-
nese language teaching and learning. Shape has also been found to be a useful
strategy for CSL learners (Kuo 2000) and play an influential role in the acquisi-
tion of classifiers (Liang 2008). These classifier studies indicate that cognitive
bases may be helpful for learners; therefore a cognition-based learning program
is developed in this study

Although Langacker (1987) indicated that cognitive grammar is an interpre-
tative grammar, which explains grammatical phenomena rather than projects
possible linguistic productions, there have been attempts to apply cognitive
linguistics in language teaching (e.g. Boers and Lindstromberg 2008). Learning
cognitive bases of classifiers can allow second language learners to invest
cognitive effort and engage in elaborative processing, thus results in better
retention (Cermak and Craik 1979). One way for elaborative processing is dual
coding (Paivio 1986), which involves the linking of verbal and non-verbal
stimuli. For example, learners can associate words with sounds and pictures
in multimedia. In addition to multimedia presentation, Computer-Assisted Lan-
guage Learning also has the advantage in providing practices and immediate
feedback and promoting learner autonomy. Learning classifiers involves learn-
ing the collocations between classifiers and nouns. It requires repeated expo-
sure, which is hard to offer in class due to the time constraint. Computer can
provide drills and feedback with animation in interactive games without boring
students. Student can also have more control of their own learning than in the
class setting, thus promote learner autonomy. It is a lifelong tool. Therefore, a
computer-assisted language learning program is developed in the present study.

Computer-Assisted Language Learning (CALL) has a long history, but appli-
cation in Chinese learning is still limited. According to Zhang (1998), Chinese
CALL program rarely addressed grammar. Those which include grammar such as
ABC Interactive Chinese, Hyper China, and Professional Interactive Chinese just
gave grammatical explanations as textbooks. Zhang thus suggested the creativ-
ity and abstractness of grammar require real ingenuity when designing exercise
for it. Kuo, Wu and Chung (2011) have developed a multimedia classifier learn-
ing program based on shape. Although participants did not improve after using
the program, their errors patterns fell in a correct shape but wrong material
category. For example, they used zhi #¢ instead of tido 15 for lii # ‘road.” Both
classifiers are used for long objects, zhi ¢ for hard or rigid objects while tido 14
for flexible ones. Even though a road is physically rigid, the winding property
made it considered flexible in Chinese. Therefore, the goal of this study is to
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investigate the effectiveness of cognition-based multimedia learning program for
Chinese material classifiers. Cognition-based refers learning the classifiers with
cognitive bases such as shape, material, consistency, size and attributes of parts
(Tai 1994). This study focuses on material. The research question is: Does multi-
media facilitate learning of Chinese material classifiers more than paper?

2 Methodology

The present study investigated the effect of cognition-based multimedia and
paper material on learning Chinese material classifiers.

2.1 Participants

The participants were thirty-five learners of Chinese as a second language in
Taiwan, where Mandarin is the official language. Fifteen were in the experi-
mental group, who used the multimedia program, and twenty in the control
group, who received the same information on paper. They were not randomly
assigned, because I would like to balance their first language found to be a
factor (Kuo et al. 2011). They found that learners with non-classifier L1 improved
after using the multimedia shape classifier learning program while learners with
classifier L1 relapsed. Learners’ L1 was considered in group assignment. There
are equal number of learners with classifier and nonclassifier L1 in each group.
The information of the participants’ native languages is given in Table 2.

Table 2: The participants’ native languages.

L1 Classifier Multimedia Paper Total
language
English no 0 1 1
French no 3 1 4
German no 0 1 1
Indonesian yes 2 5 7
Mongolian no 1 3 4
Russian no 2 0 2
Spanish no 1 0 1
Thai yes 5 7 12
Vietnamese yes 1 2 3

[y
(%]
N
o

sum 35
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There were originally twenty in each group, but five didn’t take the postt-
ests. They were university students enrolled in degree programs taking Chinese
as a required course for international students. They have three-hour Chinese
lecture classes and two-hour tutoring a week. The mean age of starting to learn
Chinese is 25.4. On average, the participants had learned Chinese for 13.8
months before the treatment. They have been in Taiwan for a year or so.

An independent t-test was conducted between the pretest scores of the two
groups. There is no significant difference (¢(33) = 1.737, p > 0.05) as given in
Table 3. Therefore, the two groups were homogeneous in terms of their under-
standing of classifiers.

Table 3: Independent t-test between experimental group and control group on the pretest.

Groups N M SD t df p
Multimedia 15 62.33 26.98 1.737 33 0.923
Paper 20 42.75 25.71

2.2 Materials

The materials consisting of learning materials, and posttest, and background
and learning questionnaires are described in the following.

Learning materials. Two kinds of learning materials were developed, multi-
media for the experimental group and written text for the control group. In both
types of learning materials, there are ten lessons introducing ten material
classifiers including zhi £ for animals, pi /L for horses, ké ## for plant, dud %¢
for flowers, tdi 7 for machines, lidng 4 for vehicles, jia %2 for airplanes, bén A
for books, jian 1 for clothes and jian /%] for buildings. They were selected from A
dictionary of Chinese measures and collocations (Huang et al. 1997). The Man-
darin dictionary has 427 measure words, 120 of which appear in the standard
Chinese textbook used in elementary schools in Taiwan. The other 370 measure
words were selected based on their high frequency in the Sinica Corpus. The
Sinica Corpus is a database of modern Mandarin Chinese maintained by Acade-
mia Sinica in Taiwan. The language samples were collected from newspapers,
TV programs, and talk shows in Taiwan. They are examples broadly accepted by
the public rather than used just by a particular group.

The co-occurring nouns were selected from the Mandarin 8,000 words offered
by the Steering Committee for the Test of Proficiency-Huayu (SC-TOP) divided into
three levels: basic, intermediate, and advanced based on the frequency.
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The content of the two learning materials was similar. The major difference
is the presentation of the materials. The learning material for the multimedia
group is presented in the form of Flash with pictures and animations while the
learning material for the paper group is presented in the form of paper-based
textbook with text only.

In Flash, we first introduce the semantic characteristics of the classifiers
with prototypical collocating nouns, which bear most salient features of the
members. The example sentences (e.g., Zhé shi yi zhi mao i /= —%4 4% ‘this is a
cat’) were presented with pictured objects and learners needed to choose the
correct characteristics by observing the similarities among those nouns. For
example, in Lesson 1, zhi & was presented with pictures of a cat, a dog, a
goat, a pig, and a duck. Then, learners were asked to choose ‘animal’ as the
common characteristic of zhi £ among the choices of shape, consistency, size
and attributes of parts by observing the pictures. In Part Two, learners applied
the characteristics of the specific classifier to pick the collocating nouns by
shooting or catching in games. For example, they were asked to shoot the
items conventionally co-occurring with the classifier zhi. In the third section,
learners practiced the application of the classifier under simulated real-life
situations. Based on Situational Language Learning, the program provides a
generative situation to encourage the use of classifiers. For example, we first
showed them a short animation to present the context such as shopping or
putting the products in order. After that, they need to follow our instruction to
buy specific items with specific classifiers to get discount or to put the products
in correct order. Each lesson contains at least three contexts for learners to
practice. Immediate feedback was provided for learners’ responses in all three
sections.

In the paper-based textbook, we used only one context in the third section
in Flash as the text for each lesson in the first section. In the second section, we
introduce the characteristics of the classifier in the similar way as in Flash. The
only difference is that collocating nouns were presented without pictures. In the
third section, collocations between nouns and classifiers were practiced in a
multiple choice format. Answers were provided for learners to check by
themselves.

Pretest and Posttest. A pretest and a posttest were designed to examine the
improvement of the students using different learning materials. Both pretest and
posttest were multiple choice written tests containing two tasks. The first task is
that given a classifier participants need to choose a correct noun that matches
the classifier and the second task is that given a noun participants need to
choose a correct classifier that could collocate with the noun. Each task consists
of ten questions. There are a total of 20 questions in each test. Pictures were
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provided for nouns so that character or noun recognition would not affect
classifier comprehension as shown in Appendices A and B.

The tests were piloted with twenty learners of Chinese as a second language
in Taiwan. The participants were asked to finish both pretest and posttest on the
same day and also complete a background questionnaire. Slit-half reliability was
conducted with Cronbach’s alpha 0.803 for the pretest and 0.782 for the posttest.
In addition, a paired t-test was conducted to see if there is significant difference
between pretest and posttest. As shown in Table 4, the scores of pretest and
posttest do not significantly differ from each other in our pilot study (p > 0.05).
So, the difficulty of pretest and posttest is the same.

Table 4: Results of paired t-test on pretest and posttest in the pilot study.

M N SD p
Pretest 91 20 6.78 0.397
Posttest 89 20 17.44

Questionnaires. Questionnaires were given to students along with the pretest
and posttest. The questionnaire with the pretest is the background question-
naire, including their general background and language background. The
general background includes age and gender and language background
includes native language and Chinese learning experience such as length
and environment of learning as shown in Appendix C. The questionnaire
with the posttest is about the participants’ use of our material. We asked
how much time they spent on our material and what they think about our
material (see Appendix D).

2.3 Procedures

Participants took the pretest and completed the background questionnaire at
the beginning of the semester. The reading material for the experimental
group is flash on the internet. For those from the control group, their reading
material is a paper-based textbook. They spent 30 minutes a week on the
material with the guidance of a tutor. After ten weeks, when they should
have finished our materials, the posttest was then conducted. In the posttest,
participants needed to complete another questionnaire about their use of the
material.
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2.4 Data analysis

A repeated measure two-way ANOVA with material (i.e. multimedia vs paper) as
the between-subject factor and treatment (i.e. pretest vs posttest) as the within-
subject factor was conducted to investigate if there is significant difference
between pretest and posttest within the participants and between the multi-
media and paper groups.

3 Results and discussion

3.1 General results

Unlike Kuo et al. (2011), both the multimedia and the paper groups
improved significantly after the treatment (F(1)14.556, p < 0.01). The
mean of the multimedia group is 62.33 in the pretest and 68 in the
posttest. The mean of the paper group is 46.75 in the pretest and 65.75
in the posttest. In Kuo et al. (2011), participants with nonclassifier L1
improved while participants with classifier L1 relapsed. In the present
study, participants’ first languages were counter balanced in terms of
classifiers. Also, the participants in Kuo et al. (2011) failed to improve
due to the failure of reading Chinese in the posttest. Pictures were pro-
vided in the tests in the present study to overcome the reading difficulty.
Finally, tutors’ guidance ensured participants’ use of the materials. The
descriptive statistics of two groups were shown in Table 5. The results of
within- subjects contrasts were given in Table 6.

Table 5: Descriptive statistics of multimedia and paper group in pretest and posttest.

Descriptive Statistics

Material Mean Std. Deviation N
Pretest Multimedia 62.3333 26.98324 15
Paper 46.7500 25.71478 20
Total 53.4286 27.02862 35
Posttest Multimedia 68.0000 27.17667 15
Paper 65.7500 20.34408 20

Total 66.7143 23.16637 35
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Table 6: Contrasts between pretest and posttest.

Tests of Within-Subjects Contrasts

Measure: MEASURE_1

Source Treatment  Type Ill Sum df  Mean Square F Sig.
of Squares

Treatment Linear 2,607.619 1 2,607.619 14.556 0.001

Treatment * material  Linear 761.905 1 761.905 4.253  0.047

Error (treatment) Linear 5,911.667 33 179.141

Table 7: Contrasts between the multimedia and the paper group.

Tests of Between-Subjects Effects

Measure: MEASURE_1
Transformed Variable: Average

Source Type Il Sum of Squares Df Mean Square F Sig.
Intercept 252,720.119 1 252,720.119 237.945 0.000
Material 1,362.976 1 1,362.976 1.283 0.265
Error 35,049.167 33 1,062.096

Although the multimedia group seems to perform better than the paper group,
the difference did not reach significance (F(1) = 1.283, p > 0.05) as indicated in
Table 7.

3.2 Analysis by items

We then analyze learners’ performance by items. In the pretest, the classifier
that has the highest accuracy rate is jian ff for dayi A4 ‘coat’ (66%). The noun
that gets the highest accuracy rate is xiangbu #{# ‘album’ (66%), which goes
with the classifier bén 7. The most difficult classifier is jia 2. It has the lowest
accuracy rate when going with zhishéngji & 7% ‘helicopter’ (11%). The noun
that gets the lowest accuracy rate is xidngji #H##% ‘camera’ (27%), which also goes
with jia 42

In the posttest, the classifier that has the highest accuracy rate is zhi for tizi
it T ‘rabbit’ (66%). The noun that gets the highest accuracy rate is méihuaf#/¢
‘plum blossom’ (66%) going with dud #¢ and jingyu f5f ‘whale’ going with
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zhi . The most difficult classifier is still jia 42 It still has the lowest accuracy
rate when going with zhishengji E 7## ‘helicopter’ (30%). The noun that gets
the lowest accuracy rate is taikongsué & %#% ‘space shuttle’ (23%), which also
goes with jia %~

The difficulty of jia 42 may be caused by the opaque semantic features. It is
hard to identify a common feature for its group members. In addition, it is also
confusing with two jians with close pronunciation. For example, in the pretest,
52% of the participants chose jia 4Z for a house while jian [#] is the appropriate
classifier. In the posttest, some participants were still confused by jian /4] and
jian f# differing only in tone. For example, seven (15%) participants used jian /4]
for clothes. The tone contrast between jia f4] and jian 4 should be emphasized
in class.

3.3 Analysis by learners’ L1

We further investigate learners’ performance by their native languages. In both
experimental and control groups, learners of all L1s improved after using the
material except the Indonesians relapsed a little bit (M = 59.29->58.27). However,
because of the small sample size, only the improvement of Thai speakers
reached statistic significance (M = 66.67->77.50, p < 0.05) (see Table 8).

Table 8: Pretest and posttest of Thai speakers.

Test N M SDh t df p
Pretest 12 66.67 22.597 5.982 11 0.012
Posttest 12 77.50 20.835

We had 12 Thai participants and seven Indonesian participants, but not enough
representatives for other L1s. Both Thai and Indonesian are classifier languages
like Chinese. However, while these classifiers are always used in Thai, they may
not always be used in informal conversation in Indonesian (“Thai language”
2011; “Indonesian language” 2011). Both of them use material for categorization.
For example, the Thai classifier tua classifies nouns denoting animals, and
furniture or clothing with body-like shape such as ‘table’ and ‘trousers’ (Car-
Carpenter 1991). Indonesian uses ekor for animals, buah for non-living things
(“Indonesian language” 2011). The Thai participants had high accuracy rate in
the pretest in bén A for bijibén 5L ‘notebook’ (100%) and xiangbu FH
‘album’ (92%), jidn 1 for dayi A7 ‘coat’ and chénshan ##Z ‘shirt’, zhi 1 £ for
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Table 9: Accuracy rate by items by Thai and Indonesian in the pretest.

# Classifier Pinyin Noun English gloss Thai Indonesian
1 [t P BERS zebra 5% 44%
15 Jt P %4 camel 75% 56%
5 = Tai HE motorcycle 58% 11%
20 & Tai ESC BTz video games 58% 44%
3 EN Bén AH album 92% 100%
14 VN Bén N note book 100% 78%
8 1 Jian Wiz shirt 83% 67%
11 is Jian KA coat 92% 67%
9 PN Dudé W rose 50% 67%
17 FS Dud 1t flower 75% 67%
10 s Jia B helicopter 8% 33%
18 zm Jia A A% camera 25% 44%
4 - Zhi = bird 75% 56%
13 & Zht i1 lion 83% 56%
7 £ Ke 17 bamboo 33% 33%
12 K Ke FIA tree 75% 44%
6 il Jian 5 junior high school 67% 67%
19 M Jian {5 b gym 58% 56%
2 i Liang AT FEH taxi 83% 78%
16 Ty Liang [ bus 83% 89%

shizi Jifi 1~ lion’ (83%) and liang #i for jichéngché 7125 ‘taxi’ (83%) and bashi
-1 ‘bus’ (83%) (see Table 9 for correction rate by items in the pretest). In the
posttest, they have acquired new classifiers including pi /L for md &5 ‘horse’
(83%) and banmd Ht/5 ‘zebra’ (83%), tdi 7 for shouyinji #¢Z# ‘radio’ (83%),
dud ¢ for lianh ua # 44 lotus’ (100%) and méihua ##7& “plum blossom’ (83%).
They also extended the use of bén for xidoshué /P& ‘novel’ (83%), zhi % for
jingyt fif ‘whale’ (92%), jian 1 for qunzi # 7 ‘skirt’ and néiyl A4 ‘under-
wear’ and liang #i for chiche 7{H ‘car (92%). There were large individual
differences in error patterns. None of the errors were made by more than half
of the Thai speakers (see Table 10 for accuracy rate by items in the posttest).
Without the knowledge of classifiers in L1, the Indonesian participants had
little agreement in the pretest. As shown in Table 8, the only two that reached
high agreement were bén 4 for xiangbu 7 ‘album’ (100%) and liang ## for
bashi [Z+1- ‘bus’(89%). They were both correct usages. They might have come
across these usages in their study. After the treatment, the agreement rate was
still low as in Table 9. The items with over 50% correction rate were bén /& for
zididn 74 ‘dictionary’ (67%), jian fF for quinzi #F ‘skirt’(67%), jian [ for
canting 4% ‘restaurant’(56%) and liang #% for qiché 7TH# ‘car (67%) and
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Table 10: Accuracy rate by items by Thai and Indonesian in the posttest.

# Classifier Pinyin Noun English gloss Thai Indonesian
9 Jt P & horse 83% 33%
17 Jt P LR zebra 83% 56%
4 = Tai gy radio 83% 56%
11 =1 Tai V0B bicycle 83% 56%
10 VN Bén /N novel 83% 56%
16 S Bén B g dictionary 92% 67%
5 fF Jian (N skirt 83% 67%
14 4 Jian A underwear 92% 33%
13 % Dud pLvia lotus 100% 44%
3 P Dud 15763 plum blossom 83% 44%
2 gl Jia KR space shuttle 25% 11%
19 2 Jia B helicopter 42% 22%
6 & Zhi figifa whale 92% 44%
20 & Zht UiIN rabbit 0% 11%
7 s Ke i) tree 75 33%
15 R Ké EEA cabbage 75% 22%
1 il Jian = bathroom 58% 44%
18 fii] Jian B J5E restaurant 75% 56%
8 L] Lidng Vs e bicycle 68% 56%
12 iifi Liang R car 92% 67%

jidotaché JiIESH ‘bicycle’ (56%). The errors varied a lot from person to person.
There were no common errors among Indonesian speakers. It seems that speak-
ers of different languages have different conceptualization of object shape,
which has influenced their acquisition of shape classifiers (Kuo et al. 2011). In
contrast, the learning of material classifiers seems to vary from person to person.
It is hard to make a generalization.

3.4 Analysis of questionnaires

We can know participants’ opinions about using the learning material according
to the questionnaires. Both groups agreed the learning materials are helpful for
their classifier learning. Eighty-four percent of the multimedia group thinks the
material is helpful, and 90% of the paper group thinks the material is helpful.
Sixty-six percent of the multimedia group reported that they can understand the
program, and 85% of the paper group claimed that they can understand the
textbook. However, while only 13% of the multimedia group reported having
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difficulties using the program, 45% the paper group reporting troubles reading
the textbook. Since learners have diverse L1s, translation was not provided. The
multimedia program is easier to understand with pictures. The paper group has
suggested using more English, which was not found in the multimedia group.
The multimedia group has suggested giving more exact explanation of classi-
fiers and support for typing Chinese.

4 Conclusion

The present study developed multimedia and paper-based learning materials
based on material principle to enhance the learning of Chinese classifiers. Both
of them are found to facilitate classifier learning. Both groups improved sig-
nificantly after using the material. No significant differences were observed
between the two kinds of materials. Multimedia and paper-based materials
may have equal effects on second language learning.

Although both multimedia and paper-based materials are both effective in
facilitating classifier learning with the help of tutors, learners reported more
difficulties in using the textbook. The multimedia program is more user friendly
for independent learning hence promotes learner autonomy. Due to the limit of
class time, multimedia program is a promising self-learning supplemental mate-
rial. All the practices in the program are comprehension-based practice relying
on recognition. Productive practices could be included to develop all four skills
of language proficiency in the future research. There are usages which cannot be
accounted by these perceptual principles, such as #/ féng for letter. Learners
have to learn these usages from other categorization basis such as function.
Classifiers with other categorization bases such as function or attribute of parts
need to be included for a more comprehensive classifier learning program in the
future. Although speakers of different languages can perceive and conceptualize
the world from different perspectives, we cannot deny that common human
cognition can help people who are learning a second language. Materials
based on cognitive linguistics research can be helpful for teaching Chinese as
a second language regardless of format.
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DE GRUYTER MOUTON

Cognition-based multimedia classifier learning =— 37

Appendix A: Pretest

#FEEESHIES CSL Classifier Test

— . Multiple Choice (danxuanti)

Please choose the correct noun for the classifier in each question
IR A A0 5 (xudnzé zhéngqué mingci dapéi liangci)

1. ER—lL . (a) 355 (b) JRH T
Zheé shi yi pi (a) banma (b) paichiasu6
This is one CL . zebra police station
(QF:I:i] . (d) &I
(c) shumiao (d) diannao
sapling computer
2. BRW__ . () B5i% (b) FHiEE
Zhéshi yi liang (a) mayi LS (b) jichéngcheé
This is one CL . ant D taxi
CF = (d) R 3
(c) xiyiji (d) huizhao -
washing =) passport
machine
3. ER—A . e el
Zhéshi yi bén (a) huaban (b) mao '
This is one CL . (a) petal . (b) cat @«
BiA A &)
(c) shumit (d) xiangbt I~ |
(c) tree (d) photo e
album
4, ERm_ . @ vkl A (o) i
Zhéshi yi zhi (a) xiyiji (b) wiigi
This is one CL washing -J weapon
machine
(c) %M —1 @5 k
(c) dianshi . (d) nido
television bird 'z
5. ERA—G . (a) Jifet (b) HHL
Zheé shi yi tai (a) qipao (b) jiche
This is one CL . cheongsam motorcycle
© # @ i 7S
(c) chong g ey ~ (d) césuod I%
bug “ " toilet .
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6. B (a) ) (b) [+
Zhéshi vyi jian (a) lang (b) guézhong
This is one CL . Wolf junior
high school
(c) F1i @ =
(c) shouce (d) yan
handbook = cloud
7. B . (a) Mt (b) &HEEL
Zhé shi yi ke (a) fashi (b) dianti
This is one CL . dress elevator
CRiEg WL @ 5 ek
(c) zhazi A (d) pingpangqitt
bamboo table-tennis
ball
8. R ___ . @ Y /fﬂ? \ (b %
Zhéshi vyi jian (a) chénshan & L\&\@ (b) gangqin
This is one CL Shirt =~ piano
() et (d) HipT
(c) feiji (d) césud
airplane toilet
9. B . (a) 15 (b) [#1h
Zhe shi yi dud (a) diichdang (b) wéijin
This is one CL . casino scarf
(c) B P () ik <@
(c) méigui @ (d) hadié aE™
rose . butterfly .
10, ER—%__ . @) ¥ (b) KH
Zhéshi yi jia (a) fangzi (b) xidoché [ il |
This is one CL house school bus ©
(© HisH = (@ bz #
(0) zhishengji g‘ (d) xifomai /
helicopter wheat
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— . Multiple Choice (danxuanti)

Please choose the correct classifier in each question.

12 FHEES (xudnzé zhéngqué liangci)
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1. B _ KiK. (b) 1 (d) 4]
Zhéshi yi day (b) jian (d) jian
This is one overcoat.

2. ER—_ BK. (b) & (d) 2
Zhéshi yi shumi (b) bén (d) jia
This is one tree.

3. BR-__ T ) (b) & ) 1
Zhéshi yi shizi X (b) bén (d) jian
This is one lion. '

4, B FRA . =S =, | (b) £ (d) &
Zhéshi yi bijibén (b) jian (d) bén
This is one notebook.

5. ER— BB fa =~ o) & @
Zhéshi yi ludtud / (b) tai (d) pi
This is one camel.

6. &R et (b) It (d) H
Zhéshi yi bashi e (b) p1 (d) ke
This is one bus.

7. BR-__ k. (b) 1 (d) &
Zhéshi yi hua (b) jian (d) zhi
This is one flower.

8. R M. ) ®) & @ &
Zhéshi yi zZhaoxiangji (b) zhi (d) bén
This is one camera.

9. EE—___ fHp. oty (OF @ fF
Zhéshi yi jianshénfang Jgqu; i (b) ke (d) jian
This is one gymnasium. S

10. Ex— BHITA . & ) & d) %
Zheshi yi diandongwanii ‘v (b) tai (d) zhi

This is one video game.




40 — J.Y.Kuo DE GRUYTER MOUTON

Appendix B: Posttest
FEEE IS CSL Classifier Test

— . Multiple Choice Bi#/& (danxuanti)

Please choose the correct noun for a classifier in each question.
IR EREA S A0 B (xuidnzé zhéngqué mingci dapéi liangcd)

R (a) W= e (b) 213 ,
Zhé shi yi jian (a) yiishi E (b) gongyuan ELA
This is one CL bathroom L ! h park
(©) 1l & re (@ Heke
(c) wéijin 1 (d) gipdo
scarf cheongsam
B (a) 84&7F (b) &5k g_
Zheé shi yi jia (a) yujinxiang (b) dianhua éf\éi/
This is one CL tulip telephone ==
(c) 1 (d) KR '0 2
(c) shu (d) taikongsuo Y Oj‘«
tree space shuttle
B2 (a) fisifa (b) Hg4t
Zhé shi yi dud (a) jingyt w (b) méihua
This is one CL whale plum blossom
(o) M 3 (d) &
(c) lang (d) dianshi
wolf television
EBrR—H (a) Wik (b) 7
Zheé shi yi tai (a) shouyinji (b) xuézi
This is one CL radio boot
@fr WA @ s
(c) zhazi A (d) dianyingyuan \* -
bamboo cinema
e (a) Fik f (b) &f o5
Zhé shi i jian (a) shoubido e (b) jinyaa 3
This is one CL watch = goldfish :
(© BT e () 536 Choerss
(c) qanzi L_\ (d) zazhi E
skirt magazine -
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6. ErE . (@) 447% (b) A1
Zhé shi yi zhi (a) yuéqi (b) zuanshi
This is one CL instrument diamond
(c) (d) fisifa
(c) guézhong (d) jingya
junior high whale
school
7. B (@) AT = (b) 1
Zhé shi yi ke (@) dianhua ‘4%?7 (b) shix
This is one CL telephone == tree
() it (<) (d) 8%
(c) jitiguan \:‘ (d) manhua
bar comic
8. A (@) okt . (b) i
Zhé shi yi liang (@) yingyinji m (b) hudchézhan el
This is one CL copy machine train station
(c) MR = (d) #1
(c) jidotache @ (d) kitzi
bicycle pants
9. iE—lL . (@) Sk (b) Ies 4
zhé shi yi pi (a) wiigui (b) béwliguin “‘ A
This is one CL turtle museum - S
(© 55 (d) A7
(c) ma (d) gongyit
horse apartment
10. ER—XK . (@) fi5&H (b) /Nt
Zhe shi yi bén (a) gingsha (b) xidoshud
This is one CL love letter novel
(c) o (d) [ .\k
(c) xidoché 5 SRS (d) tahua 3
school bus painting “
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— . Multiple Choice (danxuanti)

Please choose the correct classifier in each question.
ISR F IR (xudnzé zhéngqué liangci)

1. TEaE— s - @I A @©@Wx @WMF
Zhéshi yi jidotache @ @pi Mbén () duw (d) tai

This is one bicycle.

2. g HHL. 'k-. @ I (o) (d) A
Zhéshi yi qgiché °% g % - (@) jian (b) pi  (c) liang (d) bén
This is one car.

3, dER—_ ite. EM @4& ®MF @K @&

Zhéshi yi lidnhua (@ bén (b)dud (c)pi (d) tai
This is one lotus.

4. ERE . NK. @ MH @& @i
Zhéshi yi néiyi (@) ijian (b)jian (c) tai (d) lidng
This is one underwear.

5. @R A% <*’>3 @K ®%E ©% @%
Zhéshi yi baicai / - (@pi (b)zhi (c)jia (d) ke
This is one Chinese cabbage. L\!/

6. ER— i @% MmA @K @%
Zhéshi yi cidian (@) zhi (b)bén (c)ke (d)dud
This is one dictionary.

7. B B @2z mHEH @It @&
Zhéshi yi banma (@jia (b)jian (c)pi (d) tai
This is one zebra.

8. B ZEE - Q} @& ML @F @H
Zhéshi yi canting L (@tad () pi (c)jia (d)jian
This is one restaurant. s

9. iE— HIH. _ 4 @% Mm% @& @H
Zhéshi yi zhishéngji @ (@) zhi (b)jia (c)bén (d)jian
This is one helicopter. 2

10. &r— R y @A MFx @& @K
Zhéshi yi thzi R 7 (©)bén (b)dud (a)zhi (d)jia

This is one rabbit.
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Appendix C: Background questionnaire

Background Questionnaire

Name :
1. Age:

(Note. Please subtract your birth year from 2008)
2. Gender: [ Male 0 Female

Language background:

1.

What is your native language

How long have you been learning Chinese?

When did you start to learn Chinese? (How old were you?)

Where did you learn Chinese?

O school [ daily life

How long have you been in Taiwan?

What is your Chinese proficiency?

O Native-like [ Excellent [ Good [ Limited

Appendix D: Questionnaire about material use

Post Questionnaire

1.

How much time a week did you spend on the program of Chinese Classifiers?
(Please tick one)

O None [ < 30 minutes [ 30 minutes to 1 hours O 1 to 2 hours

O More than 3 hours

Is the program of Chinese Classifiers clear for you in terms of presentation?
O Very clear [ Clear [ Fair [ Not clear [ I don’t understand the
content at all

How much do you think the program improved your understanding of
Chinese Classifiers?

O Very helpful O Helpful [OFair [ Not very helpful [ Not helpful at all
Is there any difficulty in using our program?

Do you have any suggestions for our program?
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6. Are you used to using a computer and reading on the computer?
O I am not used to using a computer
O I am used to using a computer, but do not read on the computer
O I am used to using a computer, and reading on the computer
7. In case we need any further help from you, please leave your contact
information.
Phone:
Email:
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